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ABSTRACT Stroke is a disease that occurs in the brain and can cause both vocal and global brain dysfunction. Stroke research 

mainly aims to predict risk and mortality. Machine learning can be used to diagnose and predict diseases in the healthcare field, 

especially in stroke prediction. However, collecting medical record data to predict a disease usually makes much noise because 

not all variables are important and relevant to the prediction process. In this case, dimensionality reduction is essential to 

remove noisy (i.e., irrelevant) and redundant features. This study aims to predict stroke using Recursive Feature Elimination 

as feature selection, Principal Component Analysis as feature extraction, and a combination of Recursive Feature Elimination 

and Principal Component Analysis. The dataset used in this research is stroke prediction from Kaggle. The research 

methodology consists of pre-processing, SMOTE, 10-fold Cross-Validation, feature selection, feature extraction, and machine 

learning, which includes SVM, Random Forest, Naive Bayes, and Linear Discriminant Analysis. From the results obtained, 

the SVM and Random Forest get the highest accuracy value of 0.8775 and 0.9511 without using PCA and RFE, Naive Bayes 

gets the highest value of 0.7685 when going through PCA with selection of 20 features followed by RFE feature selection with 

selection of 5 features, and LDA gets the highest accuracy with 20 features from feature selection and continued feature 

extraction with a value of 0. 7963. It can be concluded in this study that SVM and Random Forest get the highest accuracy 

value without PCA and RFE techniques, while Naive Bayes and LDA show better performance using a combination of PCA 

and RFE techniques. The implication of this research is to know the effect of RFE and PCA on machine learning to improve 

stroke prediction. 

INDEX TERMS Recursive Feature Elimination, Principal Component Analysis, Support Vector Machine, Random Forest, 

Naive Bayes, Linear Discriminant Analysis 

I. INTRODUCTION 

Stroke is one of the leading causes of disability and death in 

the world [1] has shown that stroke remains the second leading 

cause of death and the third leading cause of death and 

disability (in terms of disability-adjusted life years - DALYs) 

worldwide. Stroke is a clinically defined illness characterized 

by acute, focal neurological dysfunction generally caused by 

one of two mechanisms: a blockage of an artery in the brain 

(ischemic stroke) or a rupture of a blood vessel in the brain 

(hemorrhagic stroke)[2], [3]. The latter include intracerebral 

hemorrhage and subarachnoid hemorrhage [4]. The most 

important modifiable risk factor for stroke is Hypertension. In 

2019, in both the 50-74 and 75-plus age groups, ischemic heart 

disease and stroke were the leading causes of disability-

adjusted life years [5]. Stroke research mainly aims to predict 

risk and mortality. In many health cases, especially stroke, 

machine learning algorithms can explain human physiology's 

complex and unpredictable nature. Machine learning (ML) is 

the academic discipline and set of techniques that enable 

computers to perform complex tasks. Using ML techniques 

could improve patient care by personalizing outcome 

predictions and reducing redundancy in standardized 
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processes, allowing clinicians to spend more time with 

patients [6]. Two areas that could benefit from ML techniques 

in the medical field are diagnosis and outcome prediction [7]. 

Research by [8] The machine learning algorithms used are 

decision tree, random forest, and SVM. The results showed 

that random forest and SVM had an accuracy of 97%. This 

shows that by using machine learning random forest and 

SVM, it can very well predict stroke. Another Study [9] 

performed stroke prediction using five machine learning 

algorithms: Logistic Regression, Random Forest, Decision 

Tree, K-nearest neighbors, Support Vector Machine, and 

Naïve Bayes. The highest accuracy was obtained using naive 

Bayes, which obtained 82%. 

Medical records are often based on the results of various 

tests and the patient's medical history. However, this type of 

data collection is usually subject to much noise. Not all 

attributes in the generated data sets are essential when training 

machine learning algorithms. Some may be irrelevant, and 

others may not impact the prediction's outcome. Ignoring or 

removing these irrelevant or less essential attributes reduces 

the burden on the machine learning algorithms[10]. 

Dimensionality reduction is one of the most popular 

techniques to remove noisy (i.e., irrelevant) and redundant 

features. Techniques that reduce dimensionality can be 

subdivided into feature selection and feature extraction [11], 

[12]. 

Feature selection involves keeping only pertinent features 

and discarding redundant and superfluous ones. in this study, 

Recursive Feature Elimination (RFE) is used for feature 

selection[13]. In research [14], Combining RFE with seven 

features using different machine learning techniques gave the 

best results, namely RFE-XGBoost, which was 97% accurate, 

followed by RFE-SVM, which gave 95%, and RFE-RF, which 

gave 93%. Different research [15] using RFE to reduce 

irrelevant features to diagnose chronic kidney disease results 

using SVM got an accuracy of 96.67%, KNN 98.33%, 

Decision Tree 99.17%, and Random Forest got the best 

accuracy of 100%.  

Feature extraction techniques project features into a new, 

lower-dimensional feature space, and the newly built features 

are typically a subset of the original features [16]. One of the 

algorithms for extracting features is Principal Component 

Analysis (PCA). This study [17] was conducted to determine 

whether adding PCA feature extraction improves diabetes 

prediction using logistic regression and K-Means. The results 

showed that adding feature extraction with PCA resulted in a 

higher accuracy of 89% than that of those who did not use 

PCA, which was 75%. 

 In this study, researchers see the novel combination of 

Recursive Feature Elimination (RFE) and Principal 

Component Analysis (PCA) as having potential in machine 

learning for stroke prediction. researchers conducted an 

experimental study to predict stroke using SMOTE to handle 

data imbalance, Recursive Feature Elimination (RFE) as 

feature selection, Principal Component Analysis (PCA) as 

feature extraction and combining Recursive Feature 

Elimination (RFE) and Principal Component Analysis (PCA). 

Four different scenarios were used, and 5, 10, 15, and 20 

features were selected using four Machine Learning (ML) 

algorithms: Support Vector Machine (SVM), Random Forest 

(RF), naive bayes (NB), and linear discriminant analysis 

(LDA). This study aims to predict stroke using RFE as feature 

selection, PCA as feature extraction, and a combination of 

RFE and PCA. The results of this study are expected to 

contribute as follows:  

a. Novelty by combining Recursive Feature Elimination 

(RFE) and Principal Component Analysis (PCA) in 

machine learning to predict stroke. 

b. Providing an understanding into the classification 

performance of machine learning models for stroke 

prediction through 10-fold Cross-Validation for data 

splitting, SMOTE for imbalance data handling, utilizing 

diverse classifiers such as Support Vector Machine, 

Random Forest, Naive Bayes, and Linear Discriminant 

Analysis.  

c. Providing analysis on noise reduction and prediction 

accuracy improvement by assessing feature selection and 

extraction techniques, namely Recursive Feature 

Elimination (RFE) and Principal Component Analysis 

(PCA), in stroke prediction.  

d. Providing insight into the best classifier for stroke 

prediction based on the evaluation of classification 

performance and the effectiveness of feature selection 

and extraction techniques.  

e. Help other researchers use RFE and PCA to reduce noise 

in machine learning and help clinicians make more 

accurate and effective predictions when using machine 

learning to identify patients at high risk of stroke. 

II. MATERIAL AND METHODS 

The following is an illustration of the research flow carried out 

in this study in FIGURE 1. The research process generally 

involves comparing the results of four classification methods: 

Support Vector Machine, Random Forest, Naive Bayes, and 

Linear Discriminant Analysis. All methods used SMOTE, and 

each method underwent testing under four conditions: Using 

only Recursive Feature Elimination, using only Principal 

Component Analysis, Using Recursive Feature Elimination 

then Principal Component Analysis, and using Principal 

Component Analysis followed by Recursive Feature 

Elimination. Seven consecutive stages make up the structure 

of this research: feature extraction and selection, model 

training, data preprocessing, SMOTE, data partitioning for 

training and testing using 10-fold cross-validation, data 

collection using stroke datasets, and analysis of evaluation 

outcomes.  

A. DATASET 

The Kaggle Repository's Stroke Prediction Dataset, accessible 

at Stroke Prediction Dataset | Kaggle, served as the dataset for 

this research. The features that are used to categorize patients 

with stroke disease are listed in this dataset. This dataset has 

https://jeeemi.org/index.php/jeeemi/index
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11 attributes and 5110 occurrences. Ten of the attributes, 

which reflect the clinical status of the patients, are utilized as 

predictor variables, while one attribute is used as a target 

variable. TABLE 1, which offers a thorough summary of the 

dataset properties, presents the attribute description of the 

dataset in accordance with earlier research [18], [19]. 

 

FIGURE 1. Research Flowchart 

 

TABLE 1 

Attribute Description 

Feature 

Name 
Description Range 

Id 
A unique identifier for each 

patient. 

unique 

identifier 

Gender Gender of the participant Male, Female 

Age Age of the participant Float 

Hypertension 

This feature indicates whether this 

participant has hypertension. 
12.54% of participants have high 

blood pressure. 

0 → No 

Hypertension 
1 → Hyperten

sion 

Heart Disease 

This feature indicates If the 
participant has heart disease. The 

participants’ prevalence of heart 
disease was 6.33%. 

0 →→ No 
Heart Disease 

1 → Heart 
Disease 

Ever Married 

Marital status of participant, 

which is 79.84%, is represented 
by this feature. 

Yes–No 

Work Type Job Status of participants 

Never_worke

d, Children, 
Private, Self-

employed, or 

Govt_job 
Residence 

type 

Classification of the patient’s 

place of residence 

Urban or 

Rural 

Average 

glucose level  

This feature tracks the 
participants’ average blood 

glucose level. 

Float 

BMI  
This feature records the 

participants’ BMI. 
Float 

Smoking 

Status 

Patient’s smoking history: never 

smoked (52.64%), smokes 

(22.37%), and formerly smoked 
(24.99%). 

Never 

smoked, 
smoked, or 

Formerly 

Smoked 

Stroke 

This attribute identifies if the 

participant has had a stroke in the 

past. 5.53% of participants have 
experienced a stroke. 

0 → No 
Stroke 

1 → Stroke 

B. PRE-PROCESSING 

Data pre-processing is essential, as keeping the data in its raw 

form could adversely affect the quality of the predictions. 

Tasks such as handling missing values, data transformation, 

and reducing redundant values are performed because the raw 

data may contain some missing values, redundancy, and noisy 

data [20]. 

 

1. MISSING VALUES HANDLING. 

check the dataset for missing values or null values. Simple 

imputation was used in this research for missing value 

handling, which uses the mean (or median) of the available 

values for the same variable to fill in the gaps left by missing 

data[21] (Eq. (1)). In the stroke prediction dataset, missing 

values marked with N/A are missing, so it is necessary to 

replace them. Missing values frequently result in extreme 

uncertainty in the classification, which has an impact on 

prediction, modeling, accuracy, and justice, particularly for 

subgroups who are protected or sensitive [22].  

𝑚𝑒𝑎𝑛 =  
𝑎𝑚𝑜𝑢𝑛𝑡 𝑑𝑎𝑡𝑎

𝑙𝑜𝑡𝑠 𝑜𝑓 𝑑𝑎𝑡𝑎
 (1) 

TABLE 2  

Before and after using missing value handling 

Before After 

avg_glucose_level bmi avg_glucose_level bmi 

202.21 N/A 202.21 28.89324 

 

2. ONE-HOT ENCODING 

one-hot encoding is performed because the dataset contains 

categorical data. In one-hot encoding, the categorical feature 

is replaced by k binary features, which can only take the 

values 0 or 1, with 𝑘 possible values and 𝑘 > 2. One of these 

k features, the hot feature, is precisely 1, hence the name one-

hot encoding[23]. Examples of features that implement the 

one-hot encoding algorithm are available in TABLE 3. 

TABLE 3  

Feature that Implements One-Hot Encoding 

 

3. DATA NORMALIZATION 

Data normalization is performed using Standard Scaler to 

eliminate scale differences between variables in the data, 

converting it into data with zero mean and unit standard 

deviation [24] (Eq. (2)).  

bmi ever_married_No ever_married_Yes 

36.6 0 1 

28.89324 0 1 

32.5 0 1 
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𝑍 =  
𝑋−µ

𝜎
 (2) 

where 𝑍 is the new value of data after scaling, 𝑋 is the original 

value of data, µ average of the data, and 𝜎 is the standard 

deviation of the data. 

C. SMOTE 

Thus, after preprocessing, In order to address the unequal 

distribution of data between majority and minority groups, the 

Random Oversampling Technique is utilized. The "Not 

Stroke" class in the dataset has more samples than the "Stroke" 

class. SMOTE generates fictitious data based on the similarity 

of the spatial characteristics of the minority modules[25] (Eq. 

(3)). 

𝑋𝑛𝑒𝑤 = 𝑥 + 𝑟𝑎𝑛𝑑(0,1) × (𝑦[𝑖] − 𝑥) (3) 

where 𝑋𝑛𝑒𝑤 is the new instance, 𝑥 is the minority class 

instance, 𝑦[𝑖] is the closest neighbor of x. 𝑖 is 1, 2, ..., N, 

𝑟𝑎𝑛𝑑(0,1) are random numbers between 0 and 1 [26]. A 

comparison of before and after SMOTE implementation is in 

FIGURE 2. 

FIGURE 2. Before and After SMOTE for Stroke Prediction Dataset 

D. DATA SPLITTING 

Cross-validation divides the original data into a training set 

and a testing set. To evaluate the classification performance, 

the training set is used to train the classification. 10-fold cross-

validation is the definition for the K-value, where K=10. The 

dataset is partitioned into K subsets: K-1 subsets are used as 

the training set when testing the model, and one subset is used 

as the validation set [27], [28].  

 

FIGURE 3. 10-Fold Cross-Validation 

 

The measurement of the prediction model's unbiased 

estimation is done using the 10-fold cross-validation 

approach. It is employed to prevent overfitting and to compare 

performance. With the use of 10-fold cross-validation, 

FIGURE 3 [29] offers a visual depiction of this data 

partitioning iteration. 

E. RECURSIVE FEATURE ELIMINATION (RFE) 

Recursive Feature Elimination, a wrapper-type feature 

selection method, can use various machine learning 

techniques to choose the best features. Using a backward 

selection procedure, this approach removes redundant or non-

predictive features to discover the ideal feature combination. 

It determines the significance of each characteristic after first 

creating a prediction model using all of the features. Secondly, 

it finds aspects that need to be more relevant by ranking the 

features. Lastly, it iteratively eliminates the least significant 

features from the model using measures for model evaluation 

(such as accuracy, Kappa, and root mean squared error) until 

the target number of features is retained [15], [30] in this study, 

using the ‘estimator’=LinearRegression() and and 

‘n_features_to_select’ using 5,10,15, and 20. 

F. PRINCIPAL COMPONENT ANALYSIS (PCA) 

Principal Component Analysis is a linear data processing 

technique that optimizes information measured by variance 

and minimizes redundancy measured by covariance. Using the 

dependencies between the variables, PCA breaks down multi-

dimensional data into more manageable, lower-dimensional 

parts while preserving a significant amount of information. 

The primary goal of PCA is to reduce the dimensionality of a 

data set made up of numerous interconnected variables while 

maintaining as much of the data's variance as is practical [12], 

[16], [31]. The following are the steps in PCA [32]: 

1. Determine the data's mean vector. 

�̅� =
1

𝑁
 ∑ 𝑋𝑛

𝑁
𝑛=1  (4) 

2. From each data point across all data, subtract the means 

vector: 

�̂�𝑛 =  𝑥𝑛 − �̅� (5) 

3. Let �̂� = [𝑥1̂,  𝑥2,̂ … , 𝑥�̂�] is a data matrix that is 

orthonormal. The covariance matrix is available. 

𝑆 =
1

𝑁
�̂��̂�𝑇 (6) 

4. Determine the covariance (or correlation) matrix's 

eigenvalues and eigenvectors, then arrange them in 

descending order of eigenvalues. 

5. To create the 𝑈𝑘 matrix, choose K eigenvectors that match 

the K greatest eigenvalues. The columns of the 𝑈𝑘 matrix 

will form an orthogonal system. Often referred to as the 

principal components, these K vectors provide a subspace 

near to the orthonormal data matrix. 

6. Project the orthonormal data matrix onto the identified 

subspace. 
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7. The coordinates of the data points on the new space make 

up the new data. 

𝑍 = 𝑈𝐾
𝑇�̂� (7) 

The new data can be used to approximate the original data 

in the following way: 

𝑥 ≈ 𝑈𝑘𝑍 + �̂� (8) 

G. SUPPORT VECTOR MACHINE (SVM) 

The concept of SVM stems from a two-class classification 

problem that requires positive and negative training sets; SVM 

attempts to find the best hyperplane to separate the two classes 

and maximize the distance between them[33], [34]. The 

superior performance of the SVM model can be attributed to 

its ability to find the optimal hyperplane that maximizes the 

margin between stroke and non-stroke cases [35]. In this 

study, using “kernel” = linear. The following are the steps in 

Support Vector Machine [36], [37]: 

1. Determine the kernel value on the training data 

2. Determine the alpha value 

𝛼 =  
𝑠𝑢𝑚 𝛼

∑ 𝐾(𝑥.𝑥𝑖)
 (9) 

3. Determining the weight 

𝑤 =  𝛼𝑖𝑦𝑖𝐾(𝑥. 𝑥𝑖)  (10) 

4. Determines the bias value 

𝑏 =  
1

2
𝑤. 𝑥+ + 𝑤. 𝑥−  (11) 

5. Determines the test kernel value 

6. Determines the prediction result value 𝑓(∅(𝑥)) 

𝑓(∅(𝑥)) = 𝑠𝑖𝑔𝑛(𝑤. (𝑋𝑡𝑒𝑠𝑡. 𝑋𝑖) + 𝑏)  (12) 

Dot product or linear kernel parameters are used in this 

research, and the formula is as follows: 

𝐾(𝑥𝑖, 𝑥𝑗) =  𝑥𝑖𝑇𝑥𝑗  (13) 

H. RANDOM FOREST 

Random forest is a machine learning algorithm belonging to 

the ensembles category, consisting of many trained decision 

trees, each carrying bootstrapped samples, better known as 

out-of-bag observations, for each observation. The goal of 

developing random forest was to enhance decision tree 

techniques, which frequently have overfitting issues. A 

majority vote of each individual prediction result determines 

the ultimate prediction result in the Random Forest process, 

which focuses on building numerous decision trees. This 

method successfully addresses the issues that can occur when 

classification is carried out using a single, frequently 

suboptimal decision tree [38], [39]. In this study, using the 

default number of trees in a random forest model in scikit-

learn's, which is 100. The following are the steps in Random 

Forest[40]. 

1. Forming trees, where each decision tree is formed by 

applying the Gini index 

𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 (𝐷) = 1 − ∑ 𝑃𝑖
2𝑚

𝑖=1   (14) 

where m is the total number of attributes and 𝑃𝑖  is the 

percentage of attributes in each class. The tree's root 

node will have the feature with the lowest overall Gini 

Index value. 

2. The total Gini Index at an internal node (e.g., K) is 

calculated in the following equation (15). 

       𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 𝑠𝑢𝑚 (𝐾) =  
𝑇1

𝑇
 𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 (𝐷1) +  

𝑇2

𝑇
 𝐺𝑖𝑛𝑖 𝐼𝑛𝑑𝑒𝑥 (𝐷2)  (15) 

In this case, T denotes the total records for all classes, 𝑇1 

represents the total records for the first class, and 𝑇2 

represents the total records for the second class. Until all 

of the nodes in the tree cannot be divided, this process of 

child node development continues. The voting method is 

used to continue the categorization stage after the full 

tree has been generated. 

 

The Random Forest algorithm goes through the following 

stages of completion [38]. 

1. Ascertain how many trees (k) were chosen (k < m) out 

of all the features (m). 

2. Next, for every tree in the dataset, N random samples are 

extracted. 

3. In each tree, a random subset of predictors is chosen, 

with m < p denoting the number of predictor variables. 

4. Next, for k trees, the second and third step procedures are 

repeated. 

5. The most votes from the categorization outcomes of the 

same number of trees are used to determine the 

prediction results. 

I. NAIVE BAYES 

The Naive Bayes algorithm is a probabilistic classification 

technique based on Bayes' theorem. It assumes that the 

features used to classify are independent, which may 

oversimplify the real world[41], [42]. The algorithm calculates 

the probability that a data point is a member of a particular 

class based on its feature values. During the training phase, the 

algorithm learns the probabilities from the data. In the 

prediction phase, the probabilities of the individual features 

for each class are multiplied, and the class with the highest 

probability is selected as the final prediction. Naive Bayes 

often performs well in text classification and spam filtering 

despite its simplicity and "naive" independence 

assumption[27]. In this study, we using the default naive bayes 

GaussianNB().The formula of naive bayes is in equation (16). 

(𝐶|𝐹1, … , 𝐹𝑛) =  
𝑝 (𝐶)𝑝(𝐹1,…,𝐹𝑛|𝐶)

𝑝(𝐹1,…,𝐹𝑛)
  (16) 

Where p(𝐹1, … , 𝐹𝑛|C) is the probability likelihood, 

p(𝐹1, … , 𝐹𝑛) is the prior probability of the instance 

(𝐹1, … , 𝐹𝑛), p (C) is the probability of class C, and 

𝑝(𝐶|𝐹1, … , 𝐹𝑛) is the posterios probability. 

J. LINEAR DISCRIMINANT ANALYSIS (LDA) 

https://jeeemi.org/index.php/jeeemi/index
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Linear Discriminant Analysis was first created by Fisher 

(1936) as a technique for determining which linear 

combinations of variables best-divided observations into 

groups or classes. LDA might be better than multinomial 

logistic regression for group classification. More precisely, 

unlike multinomial logistic regression, LDA does not require 

the definition of a reference group and can be used to classify 

three or more groups. However, LDA might need to work 

better. For instance, LDA is not the best option for 

classification if the data are not multivariate normal and the 

variance-covariance matrices are not roughly equal [43]. In 

this study, we using the default LinearDiscriminantAnalysis(). 

The aim here is to find a linear function [44] 

𝑦 = 𝑎1𝑥𝑖1
+  𝑎2𝑥𝑖2

+ ⋯ + 𝑎𝑞𝑥𝑖𝑞
  (17) 

where: 

𝑎𝑇 = [{𝑎1, 𝑎2, … , 𝑎𝑞}]  (18) 

is a vector of coefficients that requires calculation, whereas 

𝑥𝑖 = [𝑥𝑖1
, 𝑥𝑖2

, … , 𝑥𝑖𝑞
]  (19) 

the patients, as well as 

𝑥𝑗 = [𝑥𝑗1
, 𝑥𝑗2

, … , 𝑥𝑗𝑞
]  (20) 

Are the features. 

K. EVALUATION 

This research uses accuracy in the confusion matrix to 

evaluate each machine learning. Whether a classification 

algorithm is used to predict or classify attributes, the 

Confusion Matrix assesses the performance and accuracy of 

the method. Its purpose is to assess machine learning methods 

that address classification issues. Data comparing the system's 

produced classification results with the anticipated 

classification results make up the confusion matrix [45]. False 

Negative (FN), False Positive (FP), True Negative (TN), and 

True Positive (TP) are the terms used in the Confusion Matrix 

and are defined in TABLE 4. Equation (21) is the calculation 

formula of accuracy. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 (21) 

TABLE 4  

Confusion matrix 

Actual Class 
Predicted Class 

True False 

True True Positive (TP) False Negative (FN) 

False False Positive (FP) True Negative (TN) 

 

To study the significance of the results of the RFE and PCA 

algorithm, the framework of permutation-based p-values, 

which are explored in [46] is followed. In addition, the 

permutation test (repeated 1000 times) was performed to 

assess the classification ability of each model. A permutation 

p-value < 0.05 was considered significant[47].  

III. RESULT 

This section shows the performance of each machine learning 

method using Recursive Feature Elimination as the feature 

selection method and Principal Component Analysis as the 

feature extraction method. The performance of each machine 

learning is evaluated based on the accuracy value obtained. 

A. SUPPORT VECTOR MACHINE(SVM) PERFORMANCE 

This section reveals the experimental findings obtained from 

the Support Vector Machine (SVM) classification model. 

TABLE 5 

Accuracy of SVM with RFE and SVM with PCA 

Feature 5 10 15 20 

RFE 78.91% 79.44% 79.66% 79.58% 

PCA 70.57% 71.15% 79.37% 79.46% 

 

From TABLE 5, using RFE feature selection, the SVM 

algorithm gets the highest accuracy by selecting the best 15 

features, 79.66%. Using PCA feature extraction, the SVM 

algorithm gets the highest accuracy of 79.46% by selecting 20 

features. This result is lower than that of SVM using RFE. 

TABLE 6  

Accuracy of combination SVM with RFE and PCA  

Feature Accuracy Feature Accuracy 

5 RFE, 5 PCA 78.89% 5 PCA, 5 RFE 70.59% 

10 RFE, 5 PCA 74.61% 10 PCA, 5 RFE 71.71% 

10 RFE, 10 PCA 79.44% 10 PCA, 10 RFE 71.16% 

15 RFE, 5 PCA 68.47% 15 PCA, 5 RFE 78.25% 

15 RFE, 10 PCA 73.21% 15 PCA, 10 RFE 78.29% 

15 RFE, 15 PCA 79.67% 15 PCA, 15 RFE 79.38% 

20 RFE, 5 PCA 69.63% 20 PCA, 5 RFE 78.76% 

20 RFE, 10 PCA 70.67% 20 PCA, 10 RFE 79.18% 

20 RFE, 15 PCA 79.59% 20 PCA, 15 RFE 79.45% 

20 RFE, 20 PCA 79.59% 20 PCA, 20 RFE 79.47% 

 

In TABLE 6, SVM uses feature selection with RFE first, then 

after that, feature extraction with PCA. The result of the 

combination is that SVM gets the highest accuracy of 79.67% 

by using a combination of 15 selected features from RFE, 

followed by feature extraction with PCA using those 15 

features. Furthermore, SVM is combined by PCA feature 

extraction first, followed by RFE feature selection. The results 

of this combination obtained SVM's best accuracy of 79.47% 

by using 20 features from PCA and continued with 20 features 

passing RFE feature selection. 

B. RANDOM FOREST PERFORMANCE 

This section reveals the experimental findings obtained using 

the random forest classification model 

TABLE 7  

Accuracy of RF with RFE and RF with PCA 

Feature 5 10 15 20 

RFE 94.56% 89.80% 94.18% 94.84% 

PCA 91.53% 93.08% 94.29% 94.42% 
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From TABLE 7 using RFE feature selection, the random 

forest algorithm gets the highest accuracy by selecting the best 

20 features for an accuracy of 94.84%. Using PCA feature 

extraction, the random forest algorithm gets the highest 

accuracy of 94.42% by selecting 20 features. This result is 

lower than of the random forest using RFE. 

TABLE 8 

Accuracy of combination Random Forest with RFE and PCA 

Feature Accuracy Feature Accuracy 

5 RFE, 5 PCA 94.49% 5 PCA, 5 RFE 91.57% 

10 RFE, 5 PCA 85.86% 10 PCA, 5 RFE 90.23% 

10 RFE, 10 PCA 87.51% 10 PCA, 10 RFE 92.97% 

15 RFE, 5 PCA 89.43% 15 PCA, 5 RFE 89.38% 

15 RFE, 10 PCA 92.35% 15 PCA, 10 RFE 93.45% 

15 RFE, 15 PCA 92.94% 15 PCA, 15 RFE 94.58% 

20 RFE, 5 PCA 90.58% 20 PCA, 5 RFE 88.92% 

20 RFE, 10 PCA 92.03% 20 PCA, 10 RFE 93.19% 

20 RFE, 15 PCA 93.82% 20 PCA, 15 RFE 94.36% 

20 RFE, 20 PCA 93.98% 20 PCA, 20 RFE 94.46% 

 

In TABLE 8, Random Forest uses feature selection with RFE 

first, then after that, feature extraction with PCA. The result of 

the combination is that random forest gets the highest accuracy 

of 94.49% by using a combination of 5 selected features from 

RFE, followed by feature extraction with PCA using those 5 

features. Furthermore, random forest is combined by PCA 

feature extraction first, followed by RFE feature selection. The 

results of this combination obtained random forest got the best 

accuracy of 94.58% by using 15 features from PCA and 

continued with 15 features passing RFE feature selection. 

C. NAIVE BAYES PERFORMANCE 

This section reveals the experimental findings obtained from 

the naive bayes classification model. 

TABLE 9  

Accuracy of Naive Bayes with RFE and Naive Bayes with PCA 

Feature 5 10 15 20 

RFE 75.26% 72.71% 65.92% 59.34% 

PCA 70.20% 70.54% 62.69% 69.87% 

 

From TABLE 9, using RFE feature selection, the naive bayes 

algorithm gets the highest accuracy by selecting the 5 best 

features, so that it gets an accuracy of 75.26%. Using PCA 

feature extraction, the naive bayes algorithm gets the highest 

accuracy of 70.54% by selecting 10 features. This result is 

lower than the naive bayes using RFE. 

TABLE 10  

Accuracy of combination Naive Bayes with RFE and PCA  

Feature Accuracy Feature Accuracy 

5 RFE, 5 PCA 76.17% 5 PCA, 5 RFE 70.19% 

10 RFE, 5 PCA 73.29% 10 PCA, 5 RFE 72.25% 

10 RFE, 10 PCA 68.00% 10 PCA, 10 RFE 70.54% 

15 RFE, 5 PCA 70.63% 15 PCA, 5 RFE 74.86% 

15 RFE, 10 PCA 69.31% 15 PCA, 10 RFE 69.21% 

15 RFE, 15 PCA 70.78% 15 PCA, 15 RFE 62.69% 

20 RFE, 5 PCA 69.43% 20 PCA, 5 RFE 76.87% 

20 RFE, 10 PCA 71.41% 20 PCA, 10 RFE 74.85% 

20 RFE, 15 PCA 70.58% 20 PCA, 15 RFE 75.10% 

20 RFE, 20 PCA 70.58% 20 PCA, 20 RFE 69.87% 

 

In TABLE 10, naive bayes uses feature selection with RFE 

first, then, feature extraction with PCA. The result of the 

combination is that naive Bayes gets the highest accuracy of 

76.17% by combining 5 selected features from RFE, followed 

by feature extraction with PCA using those 5 features. 

Furthermore, naive bayes is combined by PCA feature 

extraction first, followed by RFE feature selection. The results 

of this combination obtained naive bayes with the best 

accuracy of 76.87% by using 20 features from PCA and 

continued with 5 features from RFE feature selection. 

D. LINEAR DISCRIMINANT ANALYSIS PERFORMANCE 

This section reveals the experimental findings obtained from 

the Linear Discriminant Analysis (LDA) classification model. 

TABLE 11 

Accuracy of LDA with RFE and LDA with PCA 

Feature 5 10 15 20 

RFE 78.78% 79.30% 79.41% 79.36% 

PCA 71.13% 71.43% 78.33% 79.20% 

From TABLE 11, using RFE feature selection, the LDA 

algorithm gets the highest accuracy by selecting the best 15 

features, 79.41%. Using PCA feature extraction, the LDA 

algorithm gets the highest accuracy, 79.20%, by selecting 20 

features. This result is lower than LDA using RFE. 

TABLE 12  

Accuracy of combination LDA with RFE and PCA  

Feature Accuracy Feature Accuracy 

5 RFE, 5 PCA 78.78% 5 PCA, 5 RFE 71.13% 

10 RFE, 5 PCA 73.70% 10 PCA, 5 RFE 72.47% 

10 RFE, 10 PCA 79.29% 10 PCA, 10 RFE 71.43% 

15 RFE, 5 PCA 72.10% 15 PCA, 5 RFE 78.01% 

15 RFE, 10 PCA 73.94% 15 PCA, 10 RFE 78.19% 

15 RFE, 15 PCA 79.44% 15 PCA, 15 RFE 78.33% 

20 RFE, 5 PCA 70.15% 20 PCA, 5 RFE 78.68% 

20 RFE, 10 PCA 72.45% 20 PCA, 10 RFE 79.18% 

20 RFE, 15 PCA 79.35% 20 PCA, 15 RFE 79.39% 

20 RFE, 20 PCA 79.63% 20 PCA, 20 RFE 79.20% 

 

In TABLE 12, LDA first uses feature selection with RFE, then 

feature extraction with PCA. The result of the combination is 

that LDA gets the highest accuracy of 79.63% by using a 

combination of 20 selected features from RFE, followed by 

feature extraction with PCA using those 20 features. 

Furthermore, LDA is combined by PCA feature extraction 

first, followed by RFE feature selection. The results of this 

combination obtained LDA's best accuracy of 79.39% by 

using 20 features from PCA and continued with 15 selected 

features from RFE feature selection. 

E. PERMUTATION TEST 
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In this section, we will present the results of the permutation 

test to test the significance of the features from RFE and PCA. 

table 2 shows the results of the permutation test. 

 
TABLE 13  

p-value of permutation test 

Dimentionality 

reduction 

Machine 

Learning 

Feature 

5 10 15 20 

RFE 

SVM 0.013 0.0001 0.0001 0.033 

RF 0.04 0.0296 0.034 0.0175 

NB 0.025 0.00001 0.012 0.087 

LDA 0.024 0.09 0.027 0.073 

PCA 

SVM 0.07 0.047 0.02 0.013 

RF 0.03 0.001 0.06 0.074 

NB 0.045 0.0003 0.01 0.08 

LDA 0.04 0.0043 0.03 0.006 

from the permutation test results with P-value, the results 

obtained p-value < 0.05 can be considered getting significant 

features, while the results that get p-value ≥ 0.05 can be said 

to be not significant. from the results of TABLE 13, there are 

some results from RFE and PCA that are not significant. 

IV. DISCUSSION 

From the research results previously described, there are four 

experiments for each machine learning algorithm. The 

experiments include applying feature selection using RFE, 

feature extraction using PCA, a combination of RFE with 

PCA, and PCA with RFE. TABLE 14 compares the highest 

accuracy evaluation results of all algorithms. 

 
TABLE 14  

Comparison of each Algorithm 

 SVM RF NB LDA 

No PCA & RFE 87.76% 95.11% 60.38% 79.38% 

RFE 79.66% 94.84% 75.26% 79.41% 

PCA 79.47% 94.42% 70.54% 79.20% 

RFE + PCA 79.67% 94.49% 76.17% 79.63% 

PCA + RFE 79.47% 94.58% 76.87% 79.39% 

 

From the comparison results above, using RFE and PCA does 

not affect the increase in model accuracy in SVM and random 

forest algorithms. On the contrary, using RFE and PCA 

decreases the model's accuracy due to dimensionality 

reduction. It can be seen that when not using RFE and PCA, 

the accuracy of SVM and random forest reaches 87.76% and 

95.11%, but when using RFE and PCA, the accuracy 

decreases to 79% and 94%. In the LDA algorithm, the use of 

RFE and PCA does not affect the increase in accuracy. When 

using RFE and PCA, as well as without using RFE and PCA, 

the accuracy obtained remains around 79%, with only an 

increase of 0.31% using the RFE+PCA combination. The use 

of RFE and PCA affects the Naive Bayes algorithm. Before 

using RFE and PCA, the accuracy obtained was 60.38%, and 

when PCA+RFE was implemented, the accuracy increased by 

21.45% to 76.87%. 

The use of scenarios 5, 10, 15, and 20 in this study affects 

the accuracy of the machine learning algorithm due to the large 

number of features to be selected. TABLE 4, TABLE 6, 

TABLE 8, and TABLE 10 show that each scenario's accuracy 

is different depending on the number of features generated. 

Random forest is the algorithm with the highest accuracy in all 

the experiments that have been done. SVM gets its highest 

accuracy without dimensional reduction, 87.76%, and random 

forest gets the highest accuracy without dimensional 

reduction, with a value of 95.11%. Naive Bayes gets its 

highest accuracy value when using PCA feature extraction 

with 20 features, and it continues with feature selection using 

5 features. LDA gets its highest accuracy value of 79.63% 

from a combination of RFE feature selection of 20 features 

and continued with PCA feature extraction of 20 features. 

To compare algorithms that use RFE as their feature selection 

method, TABLE 15 presents the comparison results with 

previous studies . It is found that, in this study, the random 

forest algorithm that uses RFE gets better scores. 

 
TABLE 15 

Comparison of RFE with Previous Research 

Research Other Research Proposed Work 

SVM [14] 95% 79.46% 

Random Forest [14] 93% 94.83% 

Naive Bayes [14] 87% 75.26% 

TABLE 16 compares algorithms that use PCA as their feature 

extraction method with previous studies. In this study, the 

SVM, random forest, and naive Bayes algorithms, which use 

PCA, scored better than another research. 

 
TABLE 16 

Comparison of PCA Accuracy with Previous Research 

Algorithms Other Research Proposed Work 

SVM [48] 65.3% 79.46% 

Random Forest [49] 78.44% 94.42% 

Naive Bayes [48] 63.5% 70.54% 

LDA [44] 86% 79.20% 

To compare the SVM algorithms obtained, TABLE 16 

presents the comparison results with previous studies. In this 

study, SVM using only SMOTE is not better than previous 

studies that have achieved the best result of 95%. 

 
TABLE 17 

Comparison of Highest SVM Model Accuracy with Previous Research 

Research Source Data Accuracy (%) 

[50] Stroke prediction dataset 95 

[9] Stroke prediction dataset 80 

[51] Baby Cry dataset 83.6 

[52] TikTok Shop closure from 

Twitter 

80.37 

Proposed Work 

(With SMOTE) 

Stroke prediction dataset 87.75 

 

TABLE 18 presents the results of a comparison with previous 

studies to compare the random forest algorithm obtained. In 
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this study, random forest using only SMOTE gets a better 

value than previous studies, namely 95.11%. 

 
TABLE 18 

Comparison of Highest Random Forest Model Accuracy with Previous 
Research 

Research Source Data Accuracy (%) 

[50] Stroke prediction dataset 94.7 

[9] Stroke prediction dataset 73 

[51] Baby Cry dataset 84 

[52] TikTok Shop closure from 

Twitter 

79.14 

Proposed Work 

(With SMOTE) 

Stroke prediction dataset 95.11 

 

To compare the naive bayes algorithm obtained, TABLE 19 

compares results with previous research. In this study, naive 

bayes using SMOTE +PCA+RFE are not better than previous 

studies that have achieved the best result of 87.5%. 

 
TABLE 19 

Comparison of Highest Naive Bayes Model Accuracy with Previous 
Research 

Research Source Data Accuracy (%) 

[50] Stroke prediction dataset 87.5 

[9] Stroke prediction dataset 82 

[51] Baby Cry dataset 53 

Proposed Work 

(With SMOTE - 20 

Feature PCA – 5 

Feature RFE) 

Stroke prediction dataset 76.86 

 

To compare the results of the obtained LDA algorithm, 

TABLE 20 compares the results with those of previous 

studies. In this study, LDA using SMOTE +RFE+PCA is not 

better than previous studies that have achieved the best result 

of 86%. 
TABLE 20  

Comparison of Highest LDA Model Accuracy with Previous Research 

Research Source Data Accuracy (%) 

[44] coronary artery 

disease dataset 

86 

Proposed Work (With 

SMOTE - 20 Feature 

RFE – 20 Feature PCA) 

Stroke prediction 

dataset 

79.63 

This study reveals the improved performance of random forest 

classification on stroke prediction when machine learning 

methods are used with SMOTE and without RFE or PCA, 

allowing the model to classify data more accurately and 

efficiently. This research also reveals experimental results 

using RFE feature selection and PCA feature extraction on 

machine learning algorithms, although some did not 

experience performance improvements. 

In clinical practice, the results of this study can be used to 

improve the accuracy of stroke prediction. For example, 

clinicians can use SVM and Random Forest for stroke 

prediction, especially in situations where limited data is 

available. In addition, the use of RFE and PCA can help reduce 

noise and redundant features, thereby improving stroke 

prediction accuracy. However, the results of this study also 

show that there are still some areas for improvement, such as 

the use of larger and more diverse datasets. Therefore, further 

research that is more specific and broader is needed to improve 

stroke prediction accuracy. 

V. CONCLUSION 

This research uses machine learning algorithms to identify and 

classify stroke diseases. This research is structured using 

seven sequential stages: data collection using stroke datasets, 

data preprocessing, SMOTE, data partitioning for training and 

testing using 10-fold cross-validation, feature selection and 

feature extraction, model training, and analysis of evaluation 

results. The results illustrate four experiments for each 

machine learning algorithm: SVM, random forest, naive 

bayes, and LDA. The four experiments use RFE feature 

selection, PCA feature extraction, RFE and PCA combination, 

and PCA and RFE combination. Data analysis on stroke 

prediction shows that in the SVM algorithm, the best results 

are obtained without using dimensional reduction, 87.76%, 

and random forest, which gets the highest accuracy without 

dimensional reduction, with a value of 95.11%. Naive bayes 

gets its highest accuracy value when using PCA feature 

extraction with 20 features and continued with feature 

selection using 5 features. LDA gets its highest accuracy value 

of 79.63% from a combination of RFE feature selection of 20 

features and continued with PCA feature extraction of 20 

features.  

However, to optimize the performance of the method 

further in predicting stroke, it is crucial to consider the 

diversity of features in larger datasets in future 

research. This will enable the model to learn more complex 

patterns, thereby making more accurate predictions. 

Moreover, the potential effectiveness of other machine 

learning algorithms, especially when combined with optimal 

feature selection and extraction methods, should be 

emphasized. Lastly, combining feature selection and 

extraction using other methods should be further explored. By 

addressing these aspects, future studies hope to achieve more 

accurate and comprehensive results in stroke prediction. 
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